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—High Risk Missions / Critical Safety Constraints
—Accountability — Responsibility
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—Planning for Satellite Constellations
—Intelligent Situational Awareness




Trusted Autonomous Systems Hub

To facilitate co-creation with industrial partners, patents, spin out,
joint big grant proposals, engagement with general audience.

Artificial Intelligence Planning Social Science

5G and Internet of Skills Law School
Software Engineering Business School
Verification Digital Humanities
Argumentation Policy Institute
Provenance |

Cyber Security




Trusted Autonomous Systems Hub at KCL

RESpO
ExanpLE TECHNIQUES A
- Planning J"&Q, Nl .
DESIGN - Norm-governed behaviour A - Value-sensitive design
- Formal specifications ~f¢q - Participatory design
e, - Research Ethics
EXAMPLE TECHNIQUES 11&
VERIEICATION - Model-checking f&%
- Theorem Proving 0
VALIDATION . Testing é'?.,n
- Assurance Cases o)
z

EXAMPLE TECHNIOUES

- Run-time Verification
EXECUTION - Argumentation & Dialogue

- Norms & Provenance

-+ Explainable Al / Planning



General
Data

Protection
Regulation

Article 12: Transparent information, communication and modalities for the
exercise of the rights of the data subject

The controller shall take appropriate measures to provide any information
referred to in Articles 13 and 14 and any communication under Articles 15 to 22
and 34 relating to processing to the data subject in a concise, transparent,
intelligible and easily accessible form, using clear and plain language.

Article 13: Information to be provided where personal data are collected
from the data subject

The controller shall provide [...] the existence of automated decision-making,
including meaningful information about the logic involved, as well as the
significance and the envisaged consequences of such processing for the data
subject.



Data
Driven

Model
Based

Because:

you don’t have data to learn from
you don’t have time to learn
your model evolves/changes




Descriptive

Data Model
Driven Based

e.

24 don’t have data to learn from
you don’t have time to learn
your model evolves/changes




Artificial Intelligence Planning at King’s

» We create Planners to assist humans and for autonomy.

» A planner uses a model of an application domain and a description of a
specific problem (starting point and goals) and generates a plan.

» If something changes, or need to achieve a new goal, just replan!

» Planning is combined with Machine Learning for demand prediction
and policy generation

» We have a very rich portfolio of planning for real applications, with
companies and organisations:

—Autonomous Underwater Vehicles -Energy Technology
—Autonomous Drones and UAVs -Ocean Liners
—Multiple Battery System Management -Hybrid Vehicles
—Air Traffic Control and Plane Taxiing -Urban Traffic Control

—Logistics -Satellites
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Plan

PDDL: Planning Domain Definition Language

(:durative—action do_hover
:parameters (?v - vehicle ?from ?to - waypoint)
tduration ( = ?duration (* (distance ?from ?to)

(invtime ?v)))
:condition (and (at start (at ?v ?from))

(at start (connected ?from ?to)))
reffect (and (at start (not (at ?v ?from)))
(at end (at ?v ?to))))

(:durative—-action observe

:parameters (?v - vehicle ?wp - waypoint
?ip - inspectionpoint)
tduration ( = ?duration (obstime))

:condition (and (at start (at ?v ?wp))
(at start (cansee ?v ?ip ?wp)))
:effect (and (at start (not (cansee ?v ?ip ?wp)))
(at end (increase (observed ?ip)
(obs 2ip 2wp)))))




Temporal planning with time windows

idurative-action do_hover_controlled ...) ;; time window 2 [400--800]
(at 400 (= (valve_goal v2 270))
:durative-action do_hover_fast ...) (at 400 (not (valve blocked v2)))
. . . L. (at 400 (valve free v2))
:durative-action correct_position ...) (at 400 (not (valve_goal unchecked v2)))
:durative-action observe_inspection_point ...)
(at 800 (valve_blocked v2))
:durative-action illuminate_pillar ...) (at 800 (not (valve_free v2)))
:durative-action observe_pillar ...) (at 400 (= (valve_goal v3) 10))
(at 400 (not (valve_blocked v3)))
tdurative-action examine panel ...) (at 400 (valve_free v3))
.durative-action turn valve ...) (at 400 (not (valve_goal_unchecked v3)))
rdurative-action recalibrate_arm ...)
0.000: (correct_position auv wp0) [10.000]
10.001: (do_hover_controlled auv wp0 wp_strat_p0) [33.532]
43.534: (turn_valve auv wp_strat_p0 p0 v0) [120.000]
163.535: (correct_position auv wp_strat_p0) [10.000]
173.536: (turn_valve auv wp_strat_p0 p0 vl) [120.000]
293.537: (correct_position auv wp_strat p0) [10.000]
293.537: (recalibrate_arm auv wp0) [180.000]
473.538: (turn_vwvalve auv wp_strat_p0 p0 v2) [120.000]
593.539: (correct_position auv wp_strat_p0) [10.000]
603.540: (turn_valve auv wp_strat_p0 p0 v3) [120.000]
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PDDL: Planning Domain Definition Language

PLANNER

Plan

Planners are Domain-Independent
They are based on heuristic search




KCL Planners

Linear dynamics: POPF/Optic/Colin

-Forward heuristic search
-Use Linear Programming and Simple Temporal Networks to check
temporal constraints

Polynomial Non-Linear dynamics: SMTPlan

-Encode the planning problem as SMT formula
-Use Computer Algebra System to compute indefinite integrals

Non-Linear dynamics: UPMurphi/DiNO

-Forward heuristic search
-Use discretisation to handle complex dynamics

All planners are open source
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If you want to use Al for real...
...there are some key issues:

-Reality is always different from what you modelled (Replanning)
-Real-world is full of uncertainty

-Creating a plan is difficult, executing a plan is very difficult
-Real problems have huge state space

-"Task allocation” is only one (small) part of the problem

-Trust and Confidence

-Human-Autonomy Teaming
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ROSPlan

What is ROSPlan?
What is it for?

Where to start?

1ing tutorials that

st Version (June 2018)

struction r nbining them in olete
—\ New Features in the Latest
i . .

New tutorials a ocumentation 1o w I : [

T o indles metrics, timed-initial-literals, and numeric
expressions

* Initial states ca » loaded into the Knowledge Base directly from a PDDL problem

y y ris temporal plans with concurrent actions and
timed-initial-literals, through the ESTEREL plan d t

w simulated action node can be used for te

Virtual Machine

For using PDDL Planning with ROS-based systems
Used world-wide: CMU, MIT, Stanford, Oxford, Cambridge, NASA, etc.
Now becoming a standard in the Al and Robotics community

ROSPIan is open source: http://kcl-planning.github.io/ROSPlan/
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Data

I

Automatically
create the planning
model from real data

Automatically
translate plans into
ROS actions

ROSPIan

Plan execution

Replanning

Plan failures

Model changes (e.g. equipment failures) ING'S
Probabilistic Planning College

LONDON




Al Planning for Underwater Autonomy

In collaboration with Monterey Bay

M B A

We used Al Planning for making
AUVs autonomous in performing
feature-tracking missions

k1 Aquarium Research Institute




Autonomous Underwater Missions

Long-term maintenance and inspection of underwater oil installations
Persistent autonomy: planning, task learning, plan execution

Tasks:
-inspect manifolds
-clean manifolds
-turn valves (time windows)
-recharge AUV

= Pandora

' Persistently Autonomous Robots

Industrial Partners: BP, Seebyte, Subsea7

Other possible applications:
-mines discovering
-autonomous ship hull inspection Girona 500 I-AUV
-boat escorting... (ECA CSIP Manipulator)




Opportunistic Planning
High-Impact-Low-Probability

Main Plan

-------------------

Opportunity

Additional
nested
opportunity

--------------

Cashmore, Fox, Long, Magazzeni, Ridder. Opportunistic Planning in
Autonomous Underwater Missions.
IEEE Transactions on Automation Science and Engineering 15(2): 519-530 (2018)




Main/opportunity plans

The opportunistic plan can In the AUV domain these are navigation
subsume some actions in the actions. They achieve the positions
main plan. preconditions for the tail end of the plan.

We call these actions
support actions.

The planner checks that time windows and resource constraints are satisfied!
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Integrating Task/Motion Planning

Decomposition into a discrete search and continuous motion plans.
Temporal planner considers waypoints for tasks in discrete space.
Sampling motion planner gives estimated duration for edges.
Temporal planner schedules motions and tasks to satisfy windows.
The planner reasons with tasks causality and preferences/priority.

Multi-Robots, Multi-Goals, Dynamics, Time Windows.

Edelkamp, Lahijanian, Magazzeni, Plaku. Integrating Temporal Reasoning and
Sampling-Based Motion Planning for Multi-Goal Problems with Dynamics
and Time Windows.

IROS 2018.
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Strategic/Tactical Planning

Cluster the goals into tasks

Strategic Layer: contains a high level plan that achieves all tasks and
manages the resource and time constraints.

Tactical Layer: contains a plan that solves a single task.

Buksz, Cashmore, Krarup, Magazzeni. Strategic-Tactical Planning for
Autonomous Vehicles over Long Horizons.
IROS 2018.




Strategic/Tactical Planning
Clustering




Strategic/Tactical Planning
Clustering
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Strategic/Tactical Planning

Tactical Layer

For each Task the planner generates a plan
and stores:

-duration

-resource constraints

0.8008: (correct_position auv® wp_auvd) [3.000]

3.801: (do_hover_fast auv® wp_auv® strategic_location_T7)
[11.483]

14.465: (correct_position auvB_strategic_location_78)
[3.000]

17.406: (observe_inspection_point auv@ strategic_location_7
inspection_point_2) [10.8808]

27.407: (correct_position auv@ strategic_location_T7)
[2.000]

45.883: (do_hover_controlled auv® strategic_location_5
strategic_location_5) [4.600]

49.084: (observe_inspecetion_polnt auv@
strategic_location_5 inspection_point_4) [10.800]

Energy consumption = 10W
Duration = 86.43s



All the tactical plans are collected.

And the strategic plan is generated, not violating resource/time constraints

complete_mission ‘

complete_mission
Inspection 2

Inspection 1
STRATEGIC STRATEGIC
TACTICAL TACTICAL

complete_mission complete_mission
Inspection 2 Inspection 1




Now working on generalisation and human-Al teaming

complete_mission
Inspection 2

complete_mission
Inspection 1

STRATEGIC

TACTICAL

complete_mission
Inspection 1

complete_mission
Inspection 2




Planning for Human-Robot Interaction

When interacting with humans, plans can’t be static
Conditional planning allows branches
Plans are dispatched as Petri-Nets and/or ESTEREL programs

Sanelli, Cashmore, Magazzeni, Iocchi. Short-Term Human Robot Interaction

through Conditional Planning and Execution.
ICAPS 2017.
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Trust in Autonomous Systems

Main obstruction to deployment of Autonomous Systems:

lack of trust

For the humans there is insufficient understanding in the underlying Al
processes that govern the autonomous systems, which become black

boxes to the user.

In order to engender trust, humans must understand what the Al system
IS trying to achieve, and why.

Explainable Al



Explainable Al

Machine Learning System
Cat

This is a cat:
* |t has fur, whiskers, and claws.
* It has this feature:

This iIs a cat. | "]
:ﬂ’mnﬁl

Current Explanation XAl Explanation




Data-Driven Al

Attentive Explanations: Justifying Decisions and Pointing to the Evidence

Dong Huk Park! Lisa Anne Hendricks'!  Zeynep Akata'»?
Bernt Schiele? Trevor Darrell? Marcus Rohrbach!

1UC Berkeley EECS, CA, United States
2Max Planck Institute for Informatics, Saarland Informatics Campus, Saarbriicken, Germany

On the Use of Opinionated Explanations to
Rank and Justify Recommendations

Khalil Muhammad, Aonghus Lawlor, Barry Smyth

Insight Centre for Data Analytics

University College Dublin
Belfield, Dublin 4, Ireland
{khalil. muhammad, aonghus.lawlor, barry.smyth} @insight-centre.org
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Explainable Al Planning (XAIP)

* Need for Trust, Interaction, and Transparency

« Human operators (especially those in charge of /responsible for critical
decisions) want to understand why the Al suggests something that

they would not do.
* Intelligent Situational Awareness.

m Knowledge Problem
| prodlem i - Base Interface

Querslion/Suggeshion

new model

Planner
Interface

‘ new plan

XAl-Plan

Why are you suggesting this action?



(some) Things to Be Explained
* Q1: Why did you do that?

« Q2: Why didn’t you do something else? (that | would have done)

« Q3: Why is what you propose to do more efficient/safe/cheap than
something else? (that | would have done)

 Q4: Why can’t you do that ?

* Q5: Why do | need to replan at this point?

Q6: Why do | not need to replan at this point?

Fox, Long, Magazzeni. Explainable Planning.
IJCAI 2017.




Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)

Quick (and useless) answer: because the heuristic evaluation was better
for the decision the planner made.

We should demonstrate that the alternative action would prevent from
finding a valid plan or would lead to a plan that is no better than the one

found by the planner.

Contrastive Explanations
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Model ——p PLANNER |————p Plan

4 )

The query is translated into constraints

Model — XModel

-The original planner must be used gj/gse

%plan must be VALid according to Modelj

LONDO

How do we understand the questions? And the context?

How do we translate the questions into constraints?
How do we translate the constraints in the XModel so that it is VALid

Which questions can be captured using contrastive explanations?
Which questions can be captured using XModel?
How do we present explanations to the users?



Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)

Algorithm:

-re-run the planner up to the decision point questioned by the human

-inject the human choice

-plan from the state obtained after applying the action chosen by the human



Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)

Algorithm:

-re-run the planner up to the decision point questioned by the human

-inject the human choice

-plan from the state obtained after applying the action chosen by the human



Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)

Algorithm:

-re-run the planner up to the decision point questioned by the human

-inject the human choice

-plan from the state obtained after applying the action chosen by the human

gA
(a)



Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)

Algorithm:

-re-run the planner up to the decision point questioned by the human

-inject the human choice

-plan from the state obtained after applying the action chosen by the human

gA
(a)



Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)

Algorithm:

-re-run the planner up to the decision point questioned by the human

-inject the human choice

-plan from the state obtained after applying the action chosen by the human
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Providing Explanations

« Q2: Why didn’t you do something else? (that | would have done)
Algorithm:

-re-run the planner up to the decision point questioned by the human

-inject the human choice

-plan from the state obtained after applying the action chosen by the human
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lllustrative Example

Rover Time domain from IPC-4 (problem 3)

0.000: (navigate rl wp3 wpQ) [5.0]
0.000: (navigate r0 wpl wpQ) [5.0]

{11 - i alalmli ] ]
5.001: (sample_rock r0 rOstore wpl) [8.0]
10.002: (take_image rl wpl obij0 cameral col) [7.0]
13.001: (navigate r0 wpO wpl) [5.0]

[10.0]

27.003: (sample_soil Ii rilstore wpl) [10.0]
28.002: (comm_image_data rl general obij0 col wp2 wpO) [15.0]
43.003: (comm_so0il _data rl general wp2 wp2 wp() [10.0]

[Duration = 53.003]

Q1: why did you use Rover0 to take the rock sample at waypointQ ?

NA: so that | can communicate data from RoverQ later (at 18.001)



lllustrative Example

Rover Time domain from IPC-4 (problem 3)

0.000: (navigate rl wp3 wpQ) [5.0]

0.000: (navigate r0 wpl wpQ) [5.0]
{11 - i alalmli ] 1]

5.001: (sample_rock r0 rOstore wpl) [E.0]

10.002: (take_image rl wpl obj0 cameral col) [7.0]

13.001: (navigate r0 wpO wpl) [5.0]

[10.0]
. . (faviga i I i .
27.003: (sample_soil rl rlstore wp2) [10.0]
28.002: (comm_image_data rl general obij0 col wp2 wpO) [15.0]
43.003: (comm_so0il _data rl general wp2 wp2 wp() [10.0]

[Duration = 53.003]

Q1: why did you use Rover0 to take the rock sample at waypointQ ?
why didn’t Rover1 take the rock sample at waypoint0 ?



lllustrative Example

Q1: why did you use Rover0 to take the rock sample at waypointQ ?
why didn’t Rover1 take the rock sample at waypoint0 ?

We remove the ground action instance for Rover0 and re-plan

A: Because not using RoverO0 for this action leads to a longer plan

0.000:
0.000;:
5.001:
5.001:

10.
13.
17.
18.
22.
27.
28B.
43.

002:
Q01:
Q02:
001:
003:
003:
002:
003:

(navigyg
(navigyg
(calibz
(sample

(take_

(navi
(navi
(comm
(navi
(samp

0.000:
5.001:

10.
10.
18.
18.
23.
28.
28.

43
53

002:
003:
003:
004:
004:
004:
005:
.005:
.006:

(navigate rl wp3 wp0) [5.0]

(calibrate rl cameral obj0 wpO) [5.0]
(take_image rl wp0 obj0 cameral col) [7.0]
(sample_rock rl rlstore wp() [8.0]

(navigate rl wp0 wp3) [5.0]

(drop rl rlstore) [1.0]

(navigate rl wp3 wp2) [5.0]

(comm_image_data rl general ob]jl col wp2 wpl) [15.0]
(sample_soil rl rlstore wp2) [10.0]

(comm_soil _data rl general wp2 wp2 wp() [10.0]
(comm_rock_data rl general wp0 wp2 wp0) [10.0]

[Duration = 63.006]

(comm_image_data rl general obj0 col wp2 wp0O) [15.0]
(comm_soil_data rl general wpZ2 wpZ wp0) [10.0]

[Duration = 53.003]




lllustrative Example

Q1: why did you use Rover0 to take the rock sample at waypointQ ?
why didn’t Rover1 take the rock sample at waypoint0 ?

We remove the ground action instance for Rover0 and re-plan
A: Because not using RoverO0 for this action leads to a longer plan

Q2: But why does Rover1 do everything in this plan?

0.000: (navigate rl wp3 wp0) [5.0]

5.001: (calibrate rl cameral obij0 wpO0) [5.0]
10.002: (take_image rl wpl ob]0 cameral col) [7.0]
10.003: (sample_rock rl rlstore wp0) [8.0]

18.003: (navigate rl wp0 wp3) [5.0]

18.
23.
28.
.005: (sample_soil rl rlstore wp2) [10.0]
43.
53.

28

[Duration = 63.006]

004: (drop rl rlstore) [1.0]
004: (navigate rl wp3 wpZ) [5.0]
004: (comm_image_data rl general obj0 col wpZ wplO) [15.0]

005: (comm_scil_data rl general wp2 wp2 wp0) [10.0]
006: (comm_rock_data rl general wp( wp2 wp0) [10.0]




lllustrative Example

Q1: why did you use Rover0 to take the rock sample at waypointQ ?

why didn’t Rover1 take the rock sample at waypoint0 ?

We remove the ground action instance for Rover0 and re-plan

A: Because not using RoverO0 for this action leads to a longer plan

Q2: But why does Rover1 do everything in this plan?

We require the plan to contain at least one action that has Rover0 as
argument (add dummy effect to all actions using RoverQ and put into the goal)

0.000:
5.001:

10.
10.
18.
18.
23.
28.
28.
43.
53.

002:
003:
003:
004:
004:
004:
005:
005:
006:

(N3
(cd
(T

— ., ., ., ., e, e e,
i T s T o TN i M N i MO NN

0.000:
0.000:
5.001:

10
10
18
18
23
28
28
43
53

.002;
.003:
.003:
.004:
.004:
.004:
.005:
.005:
.006:

(navigate r0 wpl wpO) [5.0]

(navigate rl wp3 wpO) [5.0]

(calibrate rl cameral obj0 wp0) [5.0]
(take_image rl wpl objl cameral col) [7.0]

(sample_rock rl rlstore wp0) [8.0]
(navigate rl wp0 wp3) [5.0]

(drop rl rlstore) [1.0]

(navigate rl wp3 wp2) [5.0]

(comm_image_data rl general obij0 col wp2 wp0) [15.0]
(sample_soil rl rlstore wp2) [10.0]

(comm_soil_data rl general wp2 wp2 wpO) [10.0]

(comm_rock_data rl general wp(0 wp2 wpO) [10.0]

[Duration

HHHHHH




why didn’t Rover1 take the rock sample at waypoint0 ?

lllustrative Example

Q1: why did you use RoverQ to take the rock sample at waypoint0 ?

We remove the ground action instance for Rover0 and re-plan

A: Because not using RoverO0 for this action leads to a longer plan

Q2: But why does Rover1 do everything in this plan?

We require the plan to contain at least one action that has Rover0 as
argument (add dummy effect to all actions using RoverQ and put into the goal)

A: There is no useful way to use RoverO0 for improving this plan

0.000:
0.000:
5.001:
10.
10.
18.
18.
23.
28.
28.
43.
53.

002:
003:
003:
004:
004:
004:
005:
005:
006:

(navigate r0 wpl wp0) [5.0]

(navigate rl wp3 wp0) [5.0]

(calibrate rl cameral obij0 wp0) [5.0]
(take_image rl wp0 obj0 cameral col) [7.0]

(sample_rock rl rlstore wpO) [8.0]
(navigate rl wpl wp3) [5.0]

(drop rl rlstore) [1.0]

(navigate rl wp3 wp2) [5.0]

(

comm_image_data rl general obijl col wp2 wp0)

(sample_scil rl rlstore wp2) [10.0]
(comm_scoll_data rl general wpdd wpd wpl)
(comm_rock_data rl general wp(0 wp2 wp0)

[10.0]
[10.0]

[15.0]




lllustrative Example

Q1: why did you use RoverQ to take the rock sample at waypoint0 ?
why didn’t Rover1 take the rock sample at waypoint0 ?

We remove the ground action instance for Rover0 and re-plan

A: Because not using RoverO0 for this action leads to a longer plan

Q2: But why does Rover1 do everything in this plan?

We require the plan to contain at least one action that has Rover0 as
argument (add dummy effect to all actions using RoverQ and put into the goal)
A: There is no useful way to use RoverO0 for improving this plan

Q3: Can’t you use both Rover0 and Rover1 to achieve the goal?

We restrict the actions that achieve the dummy condition to the set of
actions that achieve the actual goals



lllustrative Example

Q1: why did you use RoverQ to take the rock sample at waypoint0 ?
why didn’t Rover1 take the rock sample at waypoint0 ?

We remove the ground action instance for Rover0 and re-plan

A: Because not using RoverO0 for this action leads to a longer plan

Q2: But why does Rover1 do everything in this plan?

We require the plan to contain at least one action that has Rover0 as
argument (add dummy effect to all actions using RoverQ and put into the goal)

A: There is no useful way to use RoverO0 for improving this plan

Q3: Can’t you use both Rover0 and Rover1 to achieve the goal?

We restrict the actions that achieve the dummy condition to the set of
actions that achieve the actual goals

Plan not found !



Providing Explanations

« Q3: Why what you want to do is more efficient/safe/cheap than
something else? (that | would do)

Different metrics can be used to evaluate the plan.

For complex domains, most planners can only optimise makespan, but not
other metrics.

Combine planners with the plan validator

AL

VAL allows the evaluation of plans using different metrics




Explainable Al Planning (XAIP)

XAl-Plan is a general framework that can be customised to specific
users/scenarios (taking into account their modus operandi, languages,
preferences, situational awareness factors, etc).

Borgo, Cashmore, Magazzeni. Towards Providing Explanations for Planner

Decisions.
IJCAI 2018.
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The query is translated into constraints

Model — XModel

-The original planner must be used gj/gse

%plan must be VALid according to Modelj

LONDO

How do we understand the questions? And the context?

How do we translate the questions into constraints?
How do we translate the constraints in the XModel so that it is VALid

Which questions can be captured using contrastive explanations?
Which questions can be captured using XModel?
How do we present explanations to the users?
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Explainable Security

Luca Vigano and Daniele Magazzeni

curity When? ;u

J
J

When is the explanation given?
mpiementation

lysis *  Attack

Defense *  Modification

|'. What? ’
B! Explainable
f o Security
i ; ) (XSec)

Why? ) Where?

MY propernties
Threat model
Where is the explanation?

AS part

What?

« Explain several “things”,
at different levels of detail

« All stakeholders might need
explanations or need to act

as explainer and with different aims
When? Why?
* Design time » We make too many
* Runtime mistakes because we don't
» Post-hoc understand or don't explain

Explainable Security has unique and complex characteristics:
« it involves several different stakeholders (developers, analysts, users and attackers) and
* is multi-faceted by nature (it requires reasoning about system model, threat model,
properties of security, privacy and trust, concrete attacks, vulnerabilities, countermeasures).

Where?

« Explanations can be made
available in different places
(X-carrying most promising)

« Explain proof or attack?
* Explain explanation process
« Trade-off with security threats

If you explain too much, they will attack:

» Explanations might provide information that an attacker can exploit.
» Explanations might need to be “relativized”™ and made less “powerful” by withholding details.
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